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Images I-III: Example Data (CelebA) 

DATASETS
Table I: Data Partitioning

Most facets of our society, including scientific disciplines, have biases and
other forms of discrimination. Computing and Artificial Intelligence (AI) are
two areas where this issue is at the forefront. Bias and discrimination within
this technology enable it to spread to other areas, facilitate social injustice and
imbalance, and have societal repercussions for research or the larger society.
Bias can be introduced into the development of AI, its learning methods, data
collection, and/or analysis produced from these algorithms when researchers
and developers fail to take into consideration their own biases, often
unwillingly. Our primary goal in doing this research is to examine the
relationship between bias in datasets and bias in classification algorithms. 
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Image V: Fairness Results for FairFace & CelebA

CONCLUSIONS
Image V shows the positive correlation calculated between the fairness of
the FairFace & CelebA datasets and the fairness of the algorithm’s
performance
Table II shows that the variance in the dataset fairness had a 92.2% and
27.3% impact on the fairness of the classifier for CelebA and FairFace
respectively
Correlations for both datasets are significant, as determined by the p-
values calculated for both datasets; 0.045 for CelebA, >0.000 for FairFace
For both datasets, we can reject the null hypothesis, which stated that
there was no correlation between dataset fairness and algorithm fairness
We can successfully support the claim that dataset fairness does
impact algorithm fairness
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Image IV: Methodology Block Diagram

Table II: Statistical Results
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