Southern Connecticut State University

ERSP

Early Research Scholars Program

M Southern Siddhi Suresh, Harry L. Sanders IV, Joshua A. Riznyk

SC Connecticut Faculty Advisor: Winnie Yu, EdD
SU State Umvers1ty fanantakriss1, sandersivh1, riznykj1, yuw1} @southernct.edu

THE EFFEGTS OF BIASED TRAINING DATA ON INTERSEGTIONA
GU\SSIFIGI\TION ACGURACY IN H\Glﬂl. ANALYSIS

4 INTRODUCTION METHODOLOGY RESULTS )

Most facets of our society, including scientific disciplines, have biases and
other forms of discrimination. Computing and Artificial Intelligence (AI) are CelebA FairFace
two areas where this issue is at the forefront. Bias and discrimination within Dataset Dataset
this technology enable it to spread to other areas, facilitate social injustice and l I

imbalance, and have societal repercussions for research or the larger society.
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Training Dataset Fairness vs. Algorithm Fairness

y = 0.087x + 0.899

2 _
Bias can be introduced into the development of Al its learning methods, data l R%=0.9429
collection, and/or analysis produced from these algorithms when researchers Partition Training
and developers fail to take into consideration their own biases, often Datasets e cCelebA

unwillingly. Our primary goal in doing this research is to examine the
relationship between bias in datasets and bias in classification algorithms.
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- Subset Subset Subset

FairFace

vy =0.0335x + 0.8151 —— Linear (CelebA)
R?=0.273 Linear (FairFace)

Resulting Algorithm Fairness

Table I: Data Partitioning 0.2 0.4 0.6 0.8

Training Dataset Fairness

|
|
Fairness |[Si Attributes |
Male, Female, Black, White, East |

Asian, Indian, Southeast Asian,

W — Testing , : : Image V: Fairness Results for FairFace & CelebA
Latino/Hispanic, Middle Eastern ( Train & Validate >

Fairface Balance

Data
Male, Female, Black, White, East I ResNet50 Model

Asian, Indian, Southeast Asian, |

Fairface Somewhat Balance : Latino/Hispanic, Middle Eastern |

I I SR | Regression Statistics for CelebA Regression Statistics for FairFace
Male, Female, Black, White, East : :
Asian, Indian, Southeast Asian R e +Gst ResNet50 Model Multiple R 0.971051 Multiple R 0.522502
;i ' ' R Square 0.94294 R Square 0.273009
Fairface Completely Unbalanced |0. Latino/Hispanic, Middle Eastern .q _q
A R — T Tast Anciher Adjusted R Square 0.938551 Adjusted R Square 0.217086
AENT: T . - : TN - - £, = Subset of Data Standard Error 0.010014 Standard Error 0.024623
ele omewhat Balance ; ale, Not Male, Young, : 5
Observations 15 Observations 15
Compare PPV from Calculate Fairness Metric
Geichianp A idinbainged Il Kidke, HokMales ftonne: Ok Testing Results < (PPV Value) Coefficients 0.087045 Coefficients 0.033494
Standard Error 0.005939 Standard Error 0.015159
Images I-11I: Example Data (CelebA) it TR o ST

P-value 1.84E-09 P-value 0.045692

Not Male Male Not Male

Testing Table II: Statistical Results

des Complete? o k )
Image IV: Methodology Block Diagram
4 CONCLUSIONS h
TFE « Image V shows the positive correlation calculated between the fairness of
\ P P "g-' TP J.I,_. 1” the FairFace & CelebA datasets and the fairness of the algorithm’s
J performance
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